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ABSTRACT
Network-on-Chip (NoC) is currently the paradigm of choice for covering the on-chip communication needs of multicore processors. As we reach the manycore era, though, electrical interconnects present performance and power issues that are exacerbated in the presence of multicast communications due to the point-to-point nature of NoCs. This dramatically limits the available design space in terms of manycore architecture, sparking the need for new solutions. In this direction, the use of wireless interconnects has been recently proposed as a complement of a wired plane. In this paper, the concept of Graphene-enabled Wireless Network-on-Chip (GWNoC) is introduced, which extends the native broadcast capabilities of existing wireless NoCs by enabling the per-core integration of antennas that radiate in the terahertz band (0.1 - 10 THz). Preliminary results on the feasibility of GWNoC are presented, covering implementation, on-chip networking and multiprocessor architecture aspects.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Communication; C.1.2 [Multiple Data Stream Architectures (Multiprocessors)]: Interconnection architectures
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1. INTRODUCTION
Following the wide adoption of multicore processors and recent dawn of the manycore era, communication has been gradually replacing computation as the main determinant of the performance of computing systems. Within this context, Network-on-Chip (NoC) has become the paradigm of choice for covering the communication needs arising from, among others, coherence, consistency, or synchronization in shared-memory multiprocessors [1]. A NoC generally consists in a fabric of wireline routed interconnections and was proposed as a solution to the very limited scalability of buses. However, as number of cores per chip increases, traditional NoCs suffer from fundamental issues that will render them impractical in future multiprocessors [2]. Given the strong correlation between the multiprocessor architecture and the employed NoC, this fact is expected to have a large influence upon the design of future manycore processors.

Figure 1 exemplifies the main challenge that conventional NoCs will need to face as we reach the manycore era: latency. There is a strong contradiction between how the NoC performance scales and how it should scale with the system size. One of the objectives of integrating more cores in the same chip is to obtain an increase of the execution speed, which implies a significant growth in terms of on-chip communication requirements. While this increasing in traffic would ideally be served with negligible performance losses as the architecture scales [3], the reality is that the performance of conventional NoCs tends to drop significantly.

While recent works seek to improve the scalability of the underlying wires and routers in order to reverse this trend [4, 5], solutions are also required at upper levels of design. For instance, a major cause of the performance contradiction depicted in Figure 1 is the poor performance of NoCs in the presence of multicast communication. Such traffic is typically generated by synchronization or coherency methods and, due to the point-to-point nature of NoCs, requires each flit for a dedicated platform for on-chip multicast communication would therefore have a twofold impact. First, it would improve the performance of existing architectures by relieving the main NoC of inefficiently serving multicast traffic; and second, it would enhance the support of multicast-based architectural methods [7] in the pathway to simplify the design of manycore processor architectures. The implementation of such multicast plane will not be feasible with NoCs based on electrical interconnects, at least in its conventional form, due to evident performance and effi-
Graphene-enabled Wireless Network-on-Chip (GWNoC) has been recently proposed in [12] as a strong candidate for the implementation of a dedicated multicast plane. As outlined in Section 2, the choice is motivated by three main reasons. First, GWNoC has inherent broadcast capabilities due to the shared medium nature of wireless communication. Second, it offers such capabilities on a per-core basis by virtue of the reduced size of graphene-based micro-scale antennas [13, 14, 15]. Third, it delivers potential to support multi-hundred gigabit-per-second rates as graphene-based antennas radiate in the terahertz band (0.1-10 THz).

To evaluate the feasibility of GWNoC, we present in Section 3 the results of an on-going study that (a) compares the area, power, and performance scaling trends of different NoCs, (b) investigates the scalability of multicast traffic in different architectures, and that (c) will assess the impact of improving the multicast support upon the performance of current and future architectures. This paper combines our previous work in [11, 16] with further results from new network performance and traffic scalability analyses, and puts them in the context of this vertical feasibility study. The final aim and expected contribution of this study is to prove that, by means of its unique area and broadcast capabilities, GWNoC will have a profound impact upon the design of manycore architectures. Section 4 concludes the paper.

2. GRAPHENE-ENABLED WIRELESS NETWORK-ON-CHIP (GWNoC)

The wireless NoC paradigm has been recently proposed in a variety of forms to complement wireline NoCs [10]. The most extended approach consists in the CMOS-compatible integration of antennas in particular chip locations, seeking to improve power and latency by reducing the number of hops between any pair of cores [17, 18]. Signals are radiated by the transmitting antenna following a radiation pattern, propagate through the medium being reflected at the chip package until reaching the receiving antennas. Given its shared medium nature and the lack of need for wiring between transmitters and receivers, the adoption of wireless NoC also adds reconfigurability and native multicast capabilities to the network, opening the door to a large number of possibilities at run-time.

The only downturn of the current wireless NoC designs resides in the size of the antenna, which forces proposals to either focus on moderately-sized processors or to use the wireless plane only to communicate clusters of cores [19, 17, 18]. Indeed, the size of future metallic on-chip antennas, i.e., hundreds of micrometers [19], renders unfeasible the approach of integrating one antenna per core, as the core sizes continue to shrink with each CMOS technology generation and reach sizes of a few hundreds of micrometers. Such issue cannot be solved by further reducing the size of a metallic antenna as (1) the performance of metallic antennas of a few micrometers is poor due to their low conductivity, and (2) this would impose the use of frequencies of a few hundreds of THz, which is not suitable for RF wireless communications due to attenuation and transceiver design issues.

The integration of at least one antenna per core is essential to fully exploit the potential benefits of wireless NoC, yet it is not possible with conventional technologies. This could be enabled by graphene instead, as its unique properties allow the creation of antennas with lateral dimensions of just a few micrometers that resonate in the terahertz band [13]. The main reason behind the exhibited subwavelength behavior, i.e. the size of the antenna is lower than the wavelength at which it resonates, is the presence of surface plasmon polariton (SPP) waves on the surface of the radiating structure [20]. These waves result from the coupling between an incident EM wave and surface electric charges at the interface between a dielectric and a metal, and their properties are determined by the characteristics of the metal (graphene in this case). For instance, the resonant behavior in the terahertz band is given by the particular dispersion of SPP waves in graphene [21]. A plethora of on-going works are focused on assessing the properties of these novel antennas and have predicted a similar performance than that of metallic antennas [13, 22, 15, 14, 23].

The integration and use of graphene-based antennas within a chip multiprocessor gives birth to the concept of GWNoC, as shown in Figure 2. Each computing core can be considered a wireless core, as it contains a graphene antenna and a...
transceiver that prepares the information for outgoing transmissions and demodulates incoming transmissions. Within each network interface, a controller will be included capable of deciding whether a transmission should go through the wireless plane or not. GWNoC not only maintains the advantages of a wireless NoC, but also provides higher flexibility and broadcast support at the core level [12]. The terahertz band, on its turn, offers very high bandwidths that could be used to seek ultra-high data rates and low power schemes [24].

3. A MULTIFACETED FEASIBILITY STUDY

As any on-chip network, GWNoC must satisfy the traffic requirements cast by the architecture with a given performance, while being subject to a set of implementation constraints. The main aim of our feasibility study is to position GWNoC within the space formed by this combination of requirements, performance and implementation constraints in order to confirm its suitability in the manycore scenario. To this end, we inspect how different aspects of the system scale with respect to the number of cores \( N \) and the communication capacity of each core \( C \).

3.1 Implementation: Area and Power

Chip area and energy are scarce resources and represent the main constraint in the manycore scenario. Therefore, we first analyze and compare how these metrics scale considering electrical, optical, and wireless interconnects. In the first case, ORION is used to model the area and power of a 2D mesh of on-chip links and routers [25]. In the second case, three shared-waveguide topologies based on ring resonators are evaluated using area and insertion loss figures from the literature. In the third case, the analysis of the state of the art in wireless transceivers (including analog and digital stages but neglecting the MAC overhead) from 8 to 820 GHz revealed that area and power are inversely proportional to the radiation frequency [11]. Provided that a given on-chip network may scale remarkably well in terms of area and perform poorly in terms of energy, or vice versa, we jointly evaluate both metrics by using the following figure of merit:

\[
\text{FoM} = \frac{1}{A} \cdot E_{\text{bit}} \cdot \text{[bits/J/mm}^2\text{]}.
\]

where \( A \) is the total area and \( E_{\text{bit}} \) is the energy per bit. Such performance metric can be understood as the average number of bits that can be effectively transmitted for each consumed joule of energy and square millimeter of chip real estate. The interested reader can refer to [11] for more details on both the analyzed architectures and the evaluation methods.

Top plot in Figure 3 shows how the figure of merit scales as a function of the number of cores. Nanophotonic options scale worse than the rest of technologies due to laser power issues and the increase of area required to scale the evaluated network architectures. In contrast, electrical and wireless NoCs show a similar trend, with the former yielding the best absolute figures. In the wireless case, three different operation frequencies were chosen pointing towards the terahertz band. It is observed that the use of high frequencies is beneficial since it implies lower area and energy.

Bottom plot in Figure 3 shows how the figure of merit scales as a function of the communication capacity of each core. In this scenario, a wireless NoC improves its performance as the communication requirements are pushed up. This is because higher throughput requirements imply the use of higher frequency technologies which, as mentioned above, are expected entail lower area and energy. We assumed three different wireless cases, corresponding to considering, for simplicity, that the data rate is a 10%, 20%, or 30% of the carrier frequency [11]. In the rest of options, performance decreases with the core capacity due to a sustained growth in the number of components required to scale the network architecture, as well as in the power associated to this additional circuitry.

Combined, the results shown above reveal that the wireless option may end up outperforming the rest of analyzed approaches in terms of area and energy efficiency when considering a scenario with both a very large number of cores and very high capacity requirements. These conditions will be only met with GWNoC, as it enables the integration of one antenna per core in manycore settings and offers enough bandwidth to reach such high data rates. This will be possible if the device and transceiver design challenges that are associated to the terahertz band are overcome [24, 11].

3.2 Network: Latency and Throughput

The latency and throughput that the NoC offers to the multiprocessor are critical since they have a large impact
upon its execution speed. The latency quantifies the time required for a message to reach the intended destinations, whereas the throughput is an indicator of the number of messages that can travel through the NoC over time. Both are interrelated and depend on the injection load. For simplicity, we use the zero-load latency and the throughput for a given latency limit (150 cycles) as metrics of performance. The former assumes no contention and models the latency for low loads reasonably well, while the latter measures performance for higher loads. We set a common latency limit in the throughput metric seeking to obtain a fair comparison between NoCs (different designs may yield different saturation loads). The throughput is measured from the transmitter perspective, this is, a multicast packet will be taken into account one regardless of the number of destinations.

In our exploration, we use PhoenixSim [26] to simulate three representative NoC scenarios:

**RMESH(+) A 2D mesh based on electrical interconnects, assuming an aggressive design where switch and link traversals take one clock cycle each [6]. Multicast support is tree-based: flits are replicated at intermediate routers and form a fixed virtual tree. A delay of one cycle per port and per router is assumed in RMESH and RMESH+, respectively.**

**W-CSMA A single channel shared among all cores and arbitrated through a non-persistent MAC protocol based on collision detection. Since correct transmissions will likely be more frequent than collisions, the protocol adopts a negative acknowledgement (NACK) strategy to reduce the control overhead. In the event of a collision, a burst of NACKs is sent through the same channel than data: the source will then assume that its transmission resulted in a collision and will schedule a retry. Otherwise, the source considers that the transmission is successful after a round-trip delay.**

**W-TOKEN A single channel shared among all cores and arbitrated through a token ring scheme, where only the core that possesses the token is able to transmit [10]. We assume that the token passing is performed through a dedicated channel and that it takes one clock cycle between two consecutive cores.**

Two-cycle overheads that model processor-to-router communication delay in RMESH and modulation/demodulation delay in W-CSMA and W-TOKEN are included.

Each network architecture is stressed with traffic generated by means of a memoryless Poisson process and evenly distributed over all cores. To evaluate the broadcast percentage, a certain percentage of the generated packets \( B \) are tagged as broadcast. Note, however, that such distinction only affects the performance of RMESH since the rest of options treat all messages as broadcast. Clock frequency is set to 5 GHz and packet length is fixed to 128 bits including headers. We avoided using traffic traces in order to enable not only the extension of the analysis to thousands of cores, but also the use of the broadcast percentage as a parameter. More realistic traffic will be employed in future work.

Figure 4 shows the zero-load latency of the three network architectures considering different broadcast percentages \( B \) (which affect RMESH) and wireless capacities \( C \) (which affect W-CSMA and W-TOKEN). It is observed that the worst results are that of W-TOKEN, where the latency is dominated by the token passing and scales as \( O(N^2) \). Similarly, the latency of the RMESH scales as \( O(\sqrt{N}) \) which corresponds to the average hop distance in a mesh topology. Note that the presence of broadcast traffic also has a negative impact upon the latency due to the serialization delay incurred in the flit replication process. Finally, W-CSMA shows a zero-load latency of a few cycles, invariant with respect to the number of cores since the die size and the wireless data rate remain constant.

Figure 5 shows the throughput of the three network architectures when the latency is 150 cycles. Top plot shows diminishing performance in all architectures as the system size increases, yet it seems that W-CSMA is able to restrain the performance drop. Left plot illustrates how the throughput can be improved in W-CSMA by increasing the wireless channel capacity, to the point of outperforming RMESH, but not RMESH+. As shown in the right plot, this is would be only possible when the percentage of broadcast reaches very high levels. Finally, note that W-TOKEN is dominated by the token passing delay and is not able to compete with
the other options beyond a few tens of cores.

Perhaps due to its on-demand nature, the results above reveal that W-CSMA may scale well enough to outperform conventional NoCs in the presence of multicast traffic as the system scales. This is, however, provided that either the capacity of the wireless channel is large enough, or the efficiency of the employed MAC mechanism is significantly improved. The simple protocol evaluated here yields a throughput below 15% of the wireless capacity; the challenge here is to devise a MAC protocol that systematically exploits the considerable cross-layer design opportunities of the scenario, e.g., prediction, to reach unprecedented throughput levels and be able to outperform advanced multicast schemes.

3.3 Architecture: Multicast Traffic

In order to accurately evaluate the performance of any NoC, it is of high value to have a deep understanding on the traffic requirements of commonly used applications running over the target architectures. At present, these can be obtained with full-system cycle-accurate simulators. However, given the lack of a well-established platform for the simulation of manycore processors, it is complex to capture the traffic requirements in systems with hundreds of cores and above. In light of this, we use GEM5 [27] to simulate moderately-sized processors and then extract scaling trends for different traffic aspects. GEM5 currently allows to simulate up to 64 cores and admits a variety of architectures. We started by running SPLASH-2 and PARSEC benchmarks over a tiled mesh, where each tile includes one processing core, a network interface, 32-KB 2-way L1 data and instruction caches, one bank of 512-KB 8-way L2 cache (64-B cache line size, strict inclusion). For the sake of brevity, we only consider a multicast-intensive coherence scheme: HyperTransport (HT). Note, though, that the methodology can be made extensive to alternative coherency protocols, benchmarks and architectures.

We made slight modifications to GEM5 in order capture statistics on multicast traffic. The left plot in Figure 6 reveals a sustained increase in terms of the multicast intensity of HT in bits per instruction. This is a NoC-agnostic measure of the multicast intensity as it solely depends upon the interaction of the multiprocessor architecture (it defines the methods that generate these messages) with the application (it determines the sharing structures and memory intensity). From these multicast intensity values, it is possible to infer the throughput that a dedicated multicast plane must support by assuming a target execution speed.

Right plots in Figure 6 represent the percentage of injected (top) and ejected (bottom) traffic that is multicast in conventional NoCs. It is observed that, in HT, the ratio of injected multicast traffic decreases with the number of cores mainly due to the increase of unicast acknowledgments. However, the ratio of ejected traffic consistently grows with the system size since flits need to be replicated an increasing number of times. This causes 1.5% of the transactions to be accountable for almost half of the served traffic in a 64-core system, effect that would be avoided by eliminating the need for explicit flit replication. Shared-medium alternatives like GWNOC offer such possibility and would therefore imply huge savings to the wired plane in multicast-intensive coherence if used as a dedicated multicast plane.

The employed methodology also enables the analysis of the spatial and temporal distributions of the multicast traffic in an application-dependent manner [16]. The former is useful to inspect whether hotspots are to be expected, whereas the latter evaluates the burstiness of the traffic. A traffic model containing such information will be of special importance both for the design of specific MAC protocol for GWNOC and for the evaluation of NoC proposals.

3.4 Future Work

The feasibility study here presented is an on-going effort and we expect to continue it in future work by assessing, first, the impact of having an effective broadcast platform upon the performance of a set of selected architectures. To this end, we will add a broadcast plane with a given latency-throughput characteristic upon a conventional NoC. We will then evaluate, through full-system simulation, the speedup resulting from this addition as a function of the multiprocessor architecture and the assumed broadcast performance. Note that these two variables are directly related to the number of cores and core capacity, respectively, which have been consistently used throughout the feasibility study. To the best of the authors’ knowledge, such analysis has been thus far performed only for a fixed number of cores: in [6], an average speedup of more than 10% was obtained by assuming an ideal multicast scheme in a 64-core system with HT coherence. The real challenge here, though, is to co-design novel architectural methods that fully take advantage of the benefits of GWNOC in the pathway to scalable architectures.

4. CONCLUSIONS

Owing to unique plasmonic properties, micrometer antennas based on graphene radiate in the terahertz band. These features allow envisaging the concept of GWNOC which, by integrating one antenna per core, would provide efficient chip-scale broadcast capabilities that could be extremely beneficial for the design of manycore architectures. If current technological trends continue in the future, GWNOC will be a viable approach in manycore processors as its area and power have been demonstrated to scale well with the number of cores and bandwidth requirements. It has been also shown that GWNOC offers a huge potential for low-latency broadcast communication with good, albeit still improvable, scalability in terms of throughput. Since the broadcast traffic requirements are expected to increase with the number of cores in a wide variety of architectures, we believe that the introduction of GWNOC is expected to have a profound impact in future multiprocessors.
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